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RESPONSE RATE AND CHANGEOVER PERFORMANCE
ON CONCURRENT VARIABLE-INTERVAL SCHEDULES!

I. W. HunTER AND M. C. DAvVISON

UNIVERSITY OF AUCKLAND, NEW ZEALAND

Six pigeons were exposed to variable-interval schedules arranged on one, two, three, and
four response keys. The reinforcement rate was also varied across conditions. Numbers of re-
sponses, the time spent responding, the number of reinforcements, and the number of
changeovers between keys were recorded. Response rates on each key were an increasing
function of reinforcement rate on that key and a decreasing function of the reinforcement
rate on other keys. Response and time-allocation ratios under-matched ratios of obtained
reinforcements. Three sets of equations were developed to express changeover rate as a func-
tion of response rate, time allocation, and reinforcement rate respectively. These functions
were then applied to a broad range of experiments in the literature in order to test their
generality. Further expressions were developed to account for changeover rates reported
in experiments where changeover delays were varied.
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DEFINITION OF SYMBOLS

Let i, j, k, 1, . . ., n denote different keys
(schedules or alternatives).

Let n denote the total number of keys.

Let N, denote the number of responses on key
i. Therefore, total number of responses

(EN)=3 N,
i

Let T, denote the time allocated to respond-
ing on key i. Therefore, total time

T = 12 T,

Let Ny denote the number of changeovers
from key i to key j. That is, the number of
pairs of responses in which a response on
key i is followed by a response on key j.

Let P, denote the overall response rate on key
i where

=N
1= 3T

Therefore, the total response rate (3P) = > P
i

P
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Let R, denote the overall obtained reinforce-
ment rate resulting from responses on key
i, where R, is the number of reinforcements
obtained on key i divided by 3T. Therefore,

n
total reinforcement rate (3R) =3 R,.
i

Let C;; denote the changeover rate from key i
to key j, where

N
Cu = 'E—,i{.

Therefore, total changeover rate (3C) = s Gy
1]

Let C; denote the changeover rate from l'<ey i
to all other keys.

Therefore, C; = E‘, C;and 3C = En', C.

i

During the pasjt 15 yr, two-schedule concur-
rent variable-interval schedule performance
has been investigated by many researchers
(Baum 1974b; Davison and Hunter, 1976;
Herrnstein, 1961). Such performance has peri-
odically been reviewed in detail (Baum, 1974b;
de Villiers, 1977; Herrnstein, 1970). The con-
current variable-interval data appear well de-
scribed by the following relations (Baum,
1974b, Davison and Hunter, 1976),

p=alg]’ W

T=a [%]az, @
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where P; and P, are the response rates, T, and
T; the times allocated, and R, and R; the rein-
forcement rates obtained on response manipu-
landa (keys) i and j; the parameters c, and c,
are referred to as the bias between responses or
times (Baum, 1974b; Davison and Hunter,
1976), and the exponents a, and a, are mea-
sures of the sensitivity with which performance
changes with changes in reinforcement rate
(Davison and Hunter, 1976).

Davison and Hunter (1976) showed that
Equations 1 and 2 described three-key con-
current variable-interval performance as well
as two-key performance. They also showed that
the addition of the third key had no effect on
the values of a or c.

Herrnstein (1970, 1974) has proposed Equa-
tion 3 to account for absolute response rates:

R )

P =

where R is the total obtained reinforcement
rate and R, is the reinforcement rate for all
behavior other than the defined operants.
Equation 3 predicts Equation 1 only when
a=1. The exponent a is, however, usually
less than one (Davison and Hunter, 1976;
Lobb and Davison, 1975; Myers and Myers,
1977) and the corresponding performance is
called undermatching.

In order to achieve a function that predicted
absolute response rates and which, unlike
Equation 3, also implied Equation 1, Davison
and Hunter (1976) proposed Equations 4 and
5 to account for absolute response rate:

P, =k, %] ’ (4)
R
b SRey ®)

They found that the exponent a, in Equation
4 was consistently less than one and that k;
was relatively constant, compared with % in
Equation 3. It should be noted here that

]lil’ and that Equations 4 and 5 both

1mp1y Equation 1 and that az = a,. Although
Equations 4 and 5 account for a large propor-
tion of the data variance, they are nonlinear
equations, and consequently present theoreti-
cal problems. If the response rates are added
(SP), then this value when introduced into
Equation 4 is given by,
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=k [5]

However, the mathematical summation im-
plies that

=k. 4(a)

2(R?)
ER)*
Similarly, Equation 5 mathemaucally implies
that

SP=ktet~kifa1. 4(b)

2(R2) _
3(R%)
but when 3P is introduced into Equation 5
the implication is that,

GR)*
SP=k S5t I®Y
However, as simple descriptors of performance,
Equations 4 and 5 are the best available at
present, and thus they are both utilized in the
present report.

In all but four of the experiments reported
to date, subjects have had to allocate responses
and time between only two alternatives (keys).
Reynolds (1963), Davison and Hunter (1976),
and Pliskoff and Brown (1976) have investi-
gated performance among three alternatives;
Miller and Loveland (1975) studied five-key
performance in a single condition. One of the
purposes of the present study was to extend
the application of Equations 1, 2, 4, and 5 to
four-key concurrent schedules.

Aside from response rate and time alloca-
tion, a further dependent variable, which has
been recorded more often than discussed, is
the frequency with which the subject changes
over (or switches) from responding on one al-
ternative to responding on another. Although
the relation between changeover rate and re-
inforcement rate has not been formally quan-
tified, Catania (1963) and Herrnstein (1961)
have reported that changeover rate decreases
with more dissimilar reinforcement rates.

Changeover rate has been plotted against
reinforcement rate in at least three different
ways. The formulae for these plots are:

SP=k )=k, 5(@a)

s« kwhena#1. 5(b)

(1) The difference relation: Herrnstein (1961)
plotted total changeover rate (3C) against
the absolute difference in the proportions
of reinforcement delivered by the two
schedules.

That is

R, —R;

3Ce R, +R, Rz

©
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It is not clear how to make this relation a
linear equation. For instance if Ry =R,,
the right side of Equation 6 is zero, but
the changeover rate on the left side is
likely to be maximal (Herrnstein, 1961).
There appears to be no theoretical basis
to this relation. Equation 6 also predicts
the unlikely resuit that two equal sched-
ules providing 100 reinforcements per
hour will result in the same changeover
rate as two equal schedules providing one
reinforcement every 10 hr.

(2) The relative equation: Miller and Love-
land (1975) plotted relative changeover
rate (C;/3C) against relative reinforce-
ment rate. That is:

G _R .

3C - 3R° ™
This equation has a logical flaw when ap-
plied to the two-key situation. It predicts
that the changeover proportion in a two-
key experiment will equal the reinforce-
ment-rate proportion. However, with only
two keys, the changeover proportion must
always be 0.5, whereas the reinforcement-
rate proportion is free to vary from zero
to 1.0. This equation cannot be used to
predict absolute changeover rates.

(3) The ratio equations: Baum (1975, 1976)
plotted chanegover rate (3C) against rein-
forecement-rate ratio (R;/R;), or response-
rate ratio (P,/P,), or time-allocation ratio
(T,/Ty), that is:

2C =1(Ry/R,) (®)

2C ={(P,/Py) ©)

3C = £(T,/Ty). (10)
Stubbs, Pliskoff, and Reid (1977) plotted
the interchangeover times (T;/N;, and
T2/N,;) against the reinforcement ratios
(R;/R; and R;/R,) as a power function.
That is

Nl; =x[g] a1
l;r—z'-’l =K [%—j]a . (12)

Theoretical justifications have not been
given for any of these models, nor is it
clear how these models might be applied
to account for changeover performance
among three of more alternatives.

The aims of the present paper may be sum-
marized as follows:
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(a) to extend more fully the analysis of con-
current response rate performance to more
than three keys.

to find a model appropriate for describ-

ing changeover performance when 2, 3, or

4 keys are available.

(c) to apply this model to a broad range of
experiments in the literature, including
those where changeover delay (COD) was
varied.

(b)

METHOD
Subjects

Six homing pigeons, numbered H1 to HS,
which had previously served in a discrete-trial
auditory discrimination experiment, were in-
dividually housed with an ambient air tem-
perature of 18°C and maintained at 809, of
their free-feeding body weights.

Apparatus

Conventional relay equipment, situated in
a room separate from the experimental cham-
ber, controlled all experimental events. All
data (reinforcements per key, responses per
key, time per key, and changeovers between
keys) were recorded on 24 impulse counters.
All the timers were initially calibrated, and
were periodically checked with a Marconi In-
struments counter timer (model TF 2418). Be-
cause the pigeon could change keys during the
50-msec pulse of the time counter, the total ses-
sion time was recorded on a separate high-
speed counter and compared with the sum of
the recorded key times. The difference between
the recorded total session time and the sum of
the individually recorded key times was never
more than 0.19,. )

The sound-attenuated experimental cham-
ber was 40 cm high, 30 cm deep and 35 cm
across and was fitted with an exhaust fan,
which helped mask external noise. It contained
four response keys numbered from left to
right 1, 2, 3, and 4. The keys were 7.5 cm
apart, and 24 cm from the wire-mesh floor.
Each key could be illuminated achromatically.
In addition to the tactile and auditory feed-
back resulting from the key itself, feedback
for pecks with forces exceeding approximately
0.1 N was arranged by way of an offset of all
keylights for the duration of the key peck. No
illumination was provided in the chamber
apart from the white magazine and keylights.
Pecks on darkened keys always were ineffec-
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tive. A grain hopper was situated midway be-
tween the two centre keys and 7 cm from the
floor. During reinforcement, the keylights were
extinguished and the hopper illuminated.

The reinforcer consisted of a 3.9-sec access
to the hopper containing wheat, and sessions
were terminated in blackout after a fixed num-
ber of reinforcements had been obtained. This
number (Table 2) was 50 or less, and gave a
session time of not more than 50 min. Sessions
were conducted seven days a week and supple-
mentary feeding of mixed grain was given, if
required, immediately after daily training
sessions.

Procedure

Since all pigeons had experience with a
three-key discrimination procedure, no key-
peck training was necessary and the subjects
were placed directly on a concurrent VI 120-
sec VI 240-sec schedule without a COD. After
seven sessions, a 0.2-sec COD between all keys
was introduced for four sessions. This value
was next changed to 0.5 sec for five sessions
and then to 1.5 sec for the remainder of the
experiment. The VI schedules associated with
the keys were completely independent of each
other and each consisted of a randomized
sequence of 12 intervals taken from the arith-
metic progression

X}l= o(a + ib)
60 ’

where x is the value in seconds of the arith-
metic mean of the VI schedule intervals. The
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parameters n, a, and b, were fixed at 11, 5, and
10 sec respectively in the present experiment.

Experimental conditions were terminated
when each pigeon had reached a defined stabil-
ity criterion five, not necessarily consecutive,
times. This criterion was that the median of
each of the relative response measures N,/
Nl + N2, N2/N2 + N3, N3/Ng =+ N4, and N4/
N, + N, in the last five sessions did not differ
by more than 0.05 from the median of the five
sessions before these. When all six subjects had
obtained this criterion five times for the rela-
tive response measures, the experimental con-
dition was changed for all pigeons simultane-
ously. The numbers of sessions per condition
are shown in Table 1.

In Conditions 1, 2, 4, and 8, the schedules
on Keys 2 and 3 were held constant at VI 120-
sec and VI 240-sec respectively as other sched-
ules were added to the previously dark and
inoperative Keys 1 and 4 (Table 1). In Con-
ditions 3 to 7 and 12, the schedules on Keys,
1, 2, and 3 were held constant at VI 480-sec,
VI 120-sec, and VI 240-sec respectively, as the
schedule on Key 4 was varied randomly across
conditions from 7.5 to 240 reinforcements per
hour. In Conditions 4, 9, 10, and 11 the total
arranged reinforcement rate was held constant
at 112.5, as the number of keys providing re-
inforcement was reduced across conditions
from four keys down to a single key respec-
tively.

In all conditions, the number of responses
(Nj), the time spent on the operative keys (T}),
and the reinforcements obtained, were re-

Table 1

Sequence of conditions, variable-interval (VI) mean values in seconds on each key, total
scheduled reinforcement rate in reinforcements per hour (rft/hr), and number of sessions
per condition, for all six pigeons. Extn denotes extinction.

Total
Scheduled Number of
VI Schedules (seconds) Reinforcement Sessions per
Condition Key 1 Key 2 Key 3 Key 4 Rate (rft/hr) Condition

1 off 120 240 off 45 31
2 480 120 240 off 525 35
3 480 120 240 360 62.5 32
4 480 120 240 60 112.5 46
5 480 120 240 180 725 32
6 480 120 240 30 172.5 28
7 480 120 240 480 60 34
8 Extn 120 240 480 52.5 25
9 Extn 112 56 224 1125 31
10 Extn 48 96 Extn 1125 28
11 Extn 32 Extn Extn 1125 22
12 480 120 240 15 292.5 34
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RESPONSE RATE AND CHANGEOVER PERFORMANCE

corded. The counter accumulating T; for the
i th key timed from the first response on that
key to the first response on another key. There-
fore, in the present experiment, where 3T =
total session time,

2T=T1+T2+T3+T4

In all conditions but the first, the number of
changeovers from a key i to another key j were
recorded.

RESULTS

The responses, time, reinforcement, and
changeover data used in the following graphs
and analyses were obtained by summing the
data from the final five sessions of each exper-
imental condition. These data are presented
for each bird in Table 2. The arithmetic sum
of the individual data is designated the group
data.

The numbers of responses on each key i
were divided by the session time, 3T, to ob-
tain the response rate (P;). The number of re-
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inforcements obtained for pecks on each key
was divided by 3T to obtain the reinforcement
rate (R;). The number of changeovers (Njj)
from a key i to another key j was divided by
3T to obtain the specific chanegover rate
(Cyj). The changeover rate (C;) from a key i
to all other keys j, k, and 1 was obtained from

C;=Cy; + Gy + Cy.

Response, time, reinforcement, and changeover
data expressed in ratios were transformed ac-
cording to the ratios A/B, B/C, C/D, and D/A,
where A, B, C, and D are the data from Keys
1, 2, 3, and 4 respectively. These ratios use all
the data without redundancy. The straight-line
constants and exponents were calculated by
the method of least squares when the data
were in logarithmic form.

Figure 1 shows the ratios of response rates
emitted (P,/P;) in the various conditions as a
function of the ratio of the reinforcement rate
(Ri/R;) obtained for each bird. Equations for
all the data are shown in each graph. In these

Table 3

Obtained values of constants c, k, and m, power a, intercept I, proportion of data variance
accounted for by the regression fit v, and the number of datum points in each of the re-
gression analyses n, for the individual data for Equations 1, 2, 4, 5, 14, 17, and 18.

Equation

Equation Number Bird Hl  Bird H2  Bird H3  Bird HY Bird H5  Bird H6
p R 1 n 32 30 32 32 32 30
fi=c [-R—] ¢ 102 103 108 106 105 103

! ! a 0.76 0.93 0.82 0.93 0.91 0.93

v 0.90 0.87 0.90 0.88 0.81 0.93

T R, 2 n 32 30 32 32 32 30

-T—‘ =c i‘] c 1.02 1.01 1.02 1.06 0.99 1.04

! ! a 0.85 0.89 0.92 1.02 0.91 0.79
v 0.95 0.88 0.92 091 0.91 0.92

R, 4 n 45 45 45 45 45 45

P, =k [z_R] I 0.82 3.5 0.86 0.56 0.59 181
k 456 65.3 73.2 72.0 68.8 70.6

v 0.87 0.89 0.85 0.84 0.77 0.90

N 5 n 45 45 45 45 45 45
TESRY I —0.32 3.10 —0.28 0.15 0.04 0.27
k 398 62.7 65.5 69.1 65.3 62.0

v 0.90 0.89 0.86 0.84 0.77 0.92

c PP, 14 n 63 63 63 63 63 63

y=m-S5g I 0.01 —0.09 ~0.10 —0.07 0.10 —0.05
m 0.30 0.25 0.23 0.23 0.20 0.19

v 0.78 0.95 0.92 0.87 0.81 0.84

c =mITs 17 n 63 63 63 63 63 63

u=NET I —-0.01 —0.08 —0.11 —0.03 —0.01 —0.04
m 15.7 20.1 19.1 17.2 16.0 152

v 0.82 0.95 0.84 0.91 0.85 0.92

G = mRiRy 18 n 63 63 63 63 63 63
"= T ERy I 0.05 —0.02 —0.09 —0.05 0.00 0.01
m 15.3 20.07 184 16.0 16.3 152

v 0.82 0.85 0.78 0.78 0.85 0.90
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Fig. 1. The logarithm of the response-rate ratio (log P,/P;) plotted against the logarithm of the reinforcement-
rate ratio (log R,/R,) for the individual bird and the group data. The number of keys in the condition from which
a particular datum point is taken is indicated in the plots by X, A, and O for the 2-, 8-, and 4-key conditions
respectively. The matching line (heavy), the regression line (fine), and the regression equation are also shown.

equations, the slope of the line is the exponent
a, in Equation 1, and the constant is the log-
arithm of the multiplier c,.

Figure 1 and Table 3 show that the prefer-
ence between the schedules was described by
Equation 1 with a bias ¢, of close to 1.0 and

an exponent a, of between 0.76 and 0.93 (mean
0.85). In the analyses of individual bird per-
formance (Table 3), the proportion of data
variance accounted for by the fitted line was
between 0.81 and 0.95 (mean 0.88). Table 3
shows that the response-rate exponent (a,) was
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always less than the time-allocation exponent
(a,) except for Bird H2.

The absolute response rates were analyzed
according to Equations 4 and 5. Figure 2 shows
the individual and group plots of the response
rate on each key (P;) as a function of the.ob-
tained reinforcement-rate proportion (R,/3R)?
or R#2/3(R%). The values of the exponent a
found from fitting Equation 1 to the data
(Table 3) were used to calculate (R;/ZR)2 and
R;2/3(R?). In the analyses of individual bird
performance with respect to Equation 4 (Table
3), k (responses per minute) varied from 45.6
to 73.2 (mean 65.9), and proportion of data
variance accounted for by the fitted lines
varied from 0.77 to 0.90 (mean 0.85).

In the analysis of individual bird perform-
ances with respect to Equation 5 (Table 3), &
(responses per minute) varied from 39.8 to 69.1
(mean 60.7), and proportion of data variance
accounted for by the fitted lines varied from
0.77 to 0.92 (mean 0.86).

DISCUSSION

Preference

The data (Table 3) in this experiment fail
to support the suggestion that response ratios
match or equal reinforcement ratios (Herrn-
stein, 1970) or that time-allocation ratios match
reinforcement ratios (Baum, 1974b; Baum and
Rachlin, 1969). Rather, the individual and
group data undermatch in both measures
(Baum, 1974b; Davison and Hunter, 1976;
Lobb and Davison, 1975; Myers and Myers,
1977). The proposition that the exponents in
the time-allocation functions are larger than
those in the response functions (Davison and
Hunter, 1976; Lobb and Davison, 1975) is
generally supported by the present results
(Table 3).

Changeovers

Each time the subject makes a response, it
chooses between n alternatives, and upon mak-
ing a response is said to have made one of the
n possible choices. It may choose to respond
on the key it responded to last or may respond
to one of the n — 1 alternative keys, effecting
any of the n — I changeovers from the total of
n(n — 1)! different types of changeovers.

If each successive choice is assumed to be
independent of the last choice made, then the
sequence of responses may be described by a
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zeroth-order Markov chain (Chatfield and
Lemon, 1970). It can be proved that the ex-
pected changeover rate (Cy) in such a Markov
process is given by

PP
Clj =—i i

SP (18)

Equation 13 expresses the changeover rate
between two alternatives as a function of the
product of the response rates on the two al-
ternatives divided by the total response rate
(2P). However, with the introduction of a
changeover delay (COD), the assumption that
each successive choice is independent of the
last cannot be made, as subjects infrequently
make a changeover during a COD (Catania,
1961). Because of this, introduction of a COD
decreases the changeover rate (Catania, 1966).

One of the simplest generalizations of Equa-
tion 13 is that with a constant COD:

Cy= ml% . (14)
In this equation, changeover rate (Cy)) is a
direct function of the response rates. There
are many other possibilities, but Equation 14 is
theoretically appealing. For instance, Equation
14 implies that C;; is maximal when P, and
P; are equal. This result is consistent with re-
ports (Baum, 1974a, 1976) that the change-
over rates are highest when response rates on
the two alternatives are equal. This result is
not restricted to zero changeover delays. That
is, m need not equal one.

Equation 14 satisfies the logical requirement
of any changeover equation, that the change-
over rate is zero (i.e., C;;=0) when the re-
sponse rate on one of the alternatives is zero
(i.e., Py=0). Herrnstein’s (1961) difference re-
lation (Equation 6) does not fulfill this require-
ment. Equation 14 also predicts that the
changeover rate will increase with increases in
the total response rate (3P).

If local response rates (N;/T);) are constant
and equal, as they often nearly are in concur-
rent VI schedules (Catania, 1966), then it can
be proved that Equation 14 becomes
T, T,

GTy’
where my, = 1m, N‘/Ti =m, Nj/Tj.

Equation 15 predicts that in concurrent sit-
uations where the local response rates may be
assumed constant and equal, changeover rate
(Cy;) is a direct function of time allocation.
Equation 15 predicts that the maximum

Cuzmz

(15)
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changeover rate will occur when the time is
equally allocated between alternatives.

A similar equation can be derived for ex-
pressing changeover rate as a function of re-
inforcement rate. By substituting Equation 4
or 5 into Equation 14, when the exponent
a=1 and the total response rate k are con-
stant, gives

= m. RiRy

Cy=mg GR)E’ (16)
where my; = m;k. If a does not equal one in
Equations 4 and 5, various expressions can be
derived, depending on which equations (4a,b,
5a,b) for total output (3P) are used. The rela-
tion used by Stubbs, Pliskoff, and Reid (1977)
is given by Equation 4 in combination with
Equation 4b.

Given the various assumptions stated, Equa-
tion 16 predicts that the changeover rate will
be maximal when the reinforcement rates are
equal. Equation 16 also predicts that the
changeover rate (C;;) is zero when the rein-
forcement (R;) for one alternative is zero. This
means that Equation 16 is not as powerful as
Equations 14 or 15, because these latter equa-
tions can account for changeovers when re-
sponding is occurring on an alternative that
is not providing reinforcement. There are
many experimental manipulations (e.g., time-
outs, changes in reinforcement magnitude, etc.)
which, although affecting changeover rate, will
not significantly affect the reinforcement rate.
In such situations, Equation 16 unlike Equa-
tions 14 and 15 will fail to predict changes in
the changeover rate (Cyj). In Figure 3, change-
over rate (C;) is plotted against the response-
rate function (Equation 14), the time-allocation
function (Equation 15), and the reinforcement
function (Equation 16) for individual and
group data. The least-squares best-fit lines are
shown together with the corresponding equa-
tion. In the analysis of individual bird per-
formance shown in Table 8, the proportion
of data variance accounted for by the fitted
lines is high: for Equation 14, it varied from
0.78 to 0.95 (mean 0.86); Equation 15, 0.82 to
0.95 (mean 0.88); Equation 16, 0.78 to 0.90
(mean 0.83).

In view of the success of Equations 14, 15,
and 16 in accounting for the present change-
over data, it is of importance to assess their ap-
plication to a wide range of concurrent V1
experiments in the literature.
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The changeover data from a wide range of
experiments have been analyzed according to
Equations 14, 15, and 16 (the results of these
analyses are available from the authors). The
relationship between changeover rate and re-
sponse rate (Equation 14), and changeover rate
and time allocation (Equation 15), and where
applicable changeover rate and reinforcement
rate (Equation 16), holds not only when fre-
quency of reinforcement is varied on two keys
(e-g., Hernnstein, 1961; Schmitt, 1974), three
keys (Pliskoff and Brown, 1976; Reynolds,
1963), and five keys (Miller and Loveland,
1974), but also when the frequency of punish-
ment imposed is varied (Deluty, 1966), delay
of reinforcement varied (Cicerone, 1976), per
cent deprivation varied (McSweeney, 1975),
magnitude of shock varied (Todorov, 1971),
and concurrent chain schedules varied (Baum,
1974; MacEwen, 1972). When the data from
these experiments were plotted on logarithmic
coordinates, the regression equation deter-
mined by a least-squares fit usually accounted
for more than 909, of the data variance.

These results suggest that many of the vari-
ables that affect changeover rate also affect
response rate and time allocation, as expressed
in Equations 14 and 15, by the same amount.
One variable that does alter this relationship
is the changeover delay (COD).

Brownstein and Pliskoff (1968) reported
that changeover rate decreases as COD is in-
creased. When changeover rate (C;;) was
plotted as a function of P;P;/3P for a series of
COD values, a family of linear functions re-
sult. Each line in the family has a different
slope (m), which corresponds to a particular
COD value. The relation between the slopes
(m) of these lines and COD is well described
by the following equation

log = = ~e(log COD) — logb. (17

In some experiments (e.g., Pliskoff, 1971), the
COD from alternatives i to j is not equal to
COD from j to . Pliskoff (1971) had differences
as much as CODy; = 27 sec, CODy; = 3 sec.

Equation 17 must be extended to account
for such COD asymmetry by the addition of
the COD values in the logarithmic form, Equa-
tion 17 expands to

1
log —_=
m
—e[log CODy; + log CODy;] — log b. (18)
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RESPONSE RATE AND CHANGEOVER PERFORMANCE

With zero COD values, Equations 17 and 18
become invalid. A factor G may be added to
the COD values to avoid such a result. G might
reflect the fact that even without a COD, a
small amount of time is still required to move
from one key to the other, or to peck the
changeover key. This suggestion is consistent
with the obtained values of G, which are in
the order of 1 or 2 sec.

Aside from the zero COD reason for adding
a constant G to the COD value, its addition to
Equation 18 increases the data variance. With
G added, Equation 18 becomes

m = b[(CODy; + G)(COD,, + G)le. (19)

The value of G in Equation 19 may be ob-
tained by iteration to give a maximum corre-
lation between the values of the left- and right-
hand sides of the equation.

Equation 19 may now be substituted for m
in Equations 14, 15, and 16 to give

Cy=b, [(CODy+G)(CODy + G)* 55 (20)
Cy = b4 (COD, + GYCODy + G)J* T 1% @)
C,; = bg[(CODy; + G)(CODy, + G)]*%- (22)

Equations 20, 21, and 22 enable prediction of
changeover rate when the changeover delays
are also varied.

In Figure 4, the changeover-rate data from
some experiments (Brownstein and Pliskoff,
1969; Brownstein and Shull, 1970; Pliskoff,
1971; Schroeder, 1975; Schroeder and Holland,
1969; Shull and Pliskoff, 1967; Stubbs and
Pliskoff, 1969) in the literature, where COD
has been varied in concurrent VI schedules,
are plotted as a function of the response-rate
formula (Equation 20) or, if those data were
not available, the time-allocation formula
(Equation 21). Where possible, data from in-
dividuals rather than the group data are pre-
sented. The species of the subject and the
subject’s initials or number, together with the
line and equation of the least-squares fit, are
recorded on Figure 4.

The changeover-rate data from the experi-
ments depicted in Figure 4 were analyzed ac-
cording to the response-rate function (Equa-
tion 20), time-allocation function (Equation
21), and the reinforcement-rate function
(Equation 22). In Table 4, the constants and
the least-squares fit correlation (r) resulting
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from such analyses are presented. Individual
subjects and other experiments from the liter-
ature were omitted from Table 4 if the num-
ber of data points available was less than four.
Other omissions from Table 4 occurred when
either response-rate, time-allocation, or rein-
forcement-rate data were not available. The
correlations were typically above 0.9, showing
that the Equations 20, 21, and 22 account for
a large proportion of the data variance. With
increases in the COD, the changeover rate de-
creases because the subjects remain in an al-
ternative longer. Other procedures can also
affect the average time a subject spends re-
sponding to an alternative before changing to
another. For instance, the introduction of
fixed-interval second-order components into a
concurrent VI schedule might be expected to
have similar effects to the introduction of
COD:s.

Cohen (1976) reported such an experiment
where the FI components were varied asym-
metrically. When the scheduled FI values were
substituted for CODs in Equations 20, 21, and
22, the changeover rates (Cy;) were predicted
by these equations. The correlations (r) and
parameters e, b, and G for the iterative analy-
sis and least-squares fits for Cohen’s (1976) data
as described by Equations 20, 21, and 22 are
presented in Table 4. Once again, the correla-
tions were high.

In summary, the relationship between
changeover rate and response rate (Equation
14) or changeover rate and time allocation
(Equation 15) appears to remain relatively in-
variant as the values of a number of indepen-
dent variables (such as reinforcement rate,
food deprivation, etc.) are changed. The func-
tions are, however, affected by procedures that
cause the subject to alter its changeover rate
while the response rates remain essentially un-
changed. Two such procedures are introduc-
tion of a COD or introduction of second-order
FI components. The way in which the relation-
ship changes with variation in the COD or
second-order component values appears to be
regular and accountable for by regular changes
in the slope (m) of the functions. These regular
changes in the slope are themselves accounted
for by nonlinear functions {Equations 20, 21,
and 22) of either the COD values or second-
order FI component values.

The relationships between changeover rate
and response rate or time allocation do not re-



554 I. W. HUNTER and M. C. DAVISON
RAT S1
" O RESPONSE y=098x+033T %7

-
ONE
LOG

O TiIMe

y=0-97x+079

RATS2|

PIGEDN 6434

UNIT y<103x + 224
RAT S3
y=100x + 044
(1)
b= +
< RAT 54
y=09x +047
(1 4
PIGEON
o PIGEON 103 095 + ‘_;553
g y =084x+ 026 ye
w
(3] PIGEON 104 ose' uu’wmagcs
O y-082x-049 ¥
<
= o
(&) PIGEON 108 HUMAN MS
y=0%5x-048 y =100x + 019

PIGEONS GP
y=097X -063

ONE
i——ll.»(‘)G—l
IT
mErf or mIL
IP

Fig. 4. The changeover rate (Cy;) plotted against the changeover function mP,P;/5P (circles) or where these
were not available the changeover function mT,T,/(ZT)? (squares). The subject’s name and species, the regres-
sion line, and the regression equation are also shown. Both axes are logarithmic.



Jexr =Y ‘u0adid = g ‘ueminy = H,

L8 ¥Wo— 90 ¢ 160 86L 0F0O— 90 S 960 9%y 090 — 90 § L6°0 (d) g9
§'68 Fo— 90 § 360 'L 90— 90 § 00T ¥6°0 86°0— 90 G 660 () 29
€99 L¥o— §0 § 960 0¥9  €¥0— €0 S 860 86’1 250— €0 ¢ L60 @19
€932  090— 8% G 860 €¥33  S90— 8% § 960 £6'8 G90— 8% g 86'0 (d) 09
¥69 90— g0 g 660 09% 6§0— 30 S 660 0’1 §H0— 30§ 860 (d) 69 SL6T
¥ £30— [ G 680 Ly 00— GT § 360 0¥'0 350— ST 9 86'0 (d) 89 ‘uayo)
s L90— 0¢ 8 L6°0 gy L90— 0§ 8  L60O 963 ¥LO— 0g 8 L6°0 (D ¥5
4] $9°0— 0y 8 660 ¥'69 190— 0% 8 660 €L3 L90— 0y 8 660 (A s L961
G'38 0L0— €€ 6 660 6%9 890— €€ 6 660 ¥I'9 L80— €6 6 860 ) zs ‘goysiid
L'og 960 — L's 0l 660 ¥Se  990—  Lg Ol 860 4 &4 $90— L's 0l 660 18 3 [Inys
6961
6'L38  980— € L 86°0 SPLL  180— €3 8 660 (d) ¥6%9 ‘goystid
£126  080— 8¢ 8 660 8133  3L0— 8 6 L60O (d) L8L 3 urIsumolg
65'6 30— 20 8 $6°0 I LT0— 30 6 660 €60 ¥60— 30 6 00’1 (d) o1 6961
I's1 S60— 80 8 $6°0 $6'9 LS0O— 80 6 960 S¥0 20— 80 6 360 (d) yo1 ‘goxsiid
669 190— 03 8 960 8'83 LS0— 023 6 960 99'1 ¥LO— 0z 6 060 (@ so1 3 sqquig
96'€ 850 — 0 € L6°0 (1) 4s n
863 931— 0 € ¥6°0 (H) Wd 6961 16
60°S 990 — 0z ¥ 360 (H) s9 ‘pueljoy
| 660 — (2 S 4 L6°0 (H) SW 3 19pa01Yydg
gal 00— $30 9 66'0 0¥l 90— S¥0 9 860 (d) gs oL61
996  SL0— 99T § 001 ¥¥e  190— SI'T S 660 (@) 38 ‘nnys
80§ 350— 990 9 00'1 865 ¥90— O0ST 9 001 @ 1s 3 uPIsUMOIy
161
168 ¥90— 05T 61 960 g9  950— S31 61 660 €3 W0— 050 61 660 (d) dnoxp ‘goxstid
SL61
850 81'0— 2 6 060 L¥o G30— 61 6  §60 100 830 — €3 6 260 (H) AN “I9P20IYS
] Fl D] u 4 q 2 D] u 4 4 c 2 P) u 4 #$21024S 14042y
%wav 13, 3r, 8q — 3L .AH.WV 12 33 2, 4 @ 31, 1q — pup
peree -1(9 + “a02)(® + *aod)lfqa =D L =[(D + “a00)(9 + *a0d)fFq =*D z m_ 4 (9 + =*aod)(o +*aod)'a = 191gng

¥ 2lqelL

*(1) uonrePLINd Ay
dzImIIXeWw 0} UONEIANIdI AQ Paulelqo dI9M YIIym ‘2 pue H SIUBISUOd 3yl Yim Iay1ador ‘1alqns yoes 10] umoys are (1) uonepPLod pue (q) adofs jue
-)[nsa1 oy pue sisk[eue soxenbs-jsea] ayy ur pasn (u) syutod wNIEp jJo I3qUINU 2y ], ‘paLreA 1M (OD) sAePp 19a038ueyd oY) a1ayMm syudsmLIAdXD Jo
a3uer ¢ woiy wiep (Y) sner-yuswadIojurax 1o (1) uonedolre-swmn ‘() es-asuodsar oy Jo uonduny e se erep () ajex 19a098ueyd oy Jo sisk[eue Sy L



556

quire knowledge of the reinforcement rate.
Thus, testing such relationships in natural en-
vironments where no explicit reinforcement
rate can be defined for the observed behaviors
should prove interesting.

REFERENCES

Baum, W. M. Chained concurrent schedules: reinforce-
ment as situation transition. Journal of the Experi-
mental Analysis of Behavior, 1974, 22, 91-101 (a)

Baum, W. M. On two types of deviation from the
matching law: bias and undermatching. Journal of
the Experimental Analysis of Behavior, 1974, 22,
231-242 (b)

Baum, W. M. Time-based and count-based measure-
ment of preference. Journal of the Experimental
Analysis of Behavior, 1976, 26, 27-35.

Baum, W. M. and Rachlin, H. C. Choice as time allo-
cation. Journal of the Experimental Analysis of
Behavior, 1969, 12, 861-874.

Brownstein, A. J. and Pliskoff, S. S. Some effects of rel-
ative reinforcement rate and changeover delay in
response-independent concurrent schedules of rein-
forcement. Journal of the Experimental Analysis of
Behavior, 1968, 11, 683-688.

Brownstein, A. J. and Shull, R. L. Effects of change-
over delay in concurrent schedules of reinforcement
of key pecking by pigeons. Psychonomic Science,
1970, 19, 131-132.

Catania, A. C. Behavioral contrast in a multiple and
concurrent schedule of reinforcement. Journal of the
Experimental Analysis of Behavior, 1961, 4, 335-842.

Catania, A. C. Concurrent performances: reinforce-
ment interaction and response independence. Jour-
nal of the Experimental Analysis of Behavior, 1963,
6, 253-263.

Catania, A. C. Concurrent operants. In W. K. Honig
(Ed), Operant behavior: areas of research and appli-
cation. New York: Appleton-Century-Crofts, 1966.
Pp. 213-270.

Chatfield, L. and Lemon, R. F. Analysing sequences of
behavioral events. Journal of Theoretical Biology,
1970, 19, 427-445.

Cicerone, R. A. Preference for mixed versus constant
delay of reinforcement. Journal of the Experimental
Analysis of Behavior, 1976, 25, 257-261.

Cohen, S. L. Concurrent second-order schedules of re-
inforcement. Journal of the Experimental Analysis
of Behavior, 1975, 24, 333-341.

Davison, M. C. and Hunter, I. W. Performance on var-
iable-interval schedules arranged singly and concur-
rently. Journal of the Experimental Analysis of
Behavior, 1976, 25, 335-345.

Deluty, M. Z. Choice and the rate of punishment in
concurrent schedules. Journal of the Experimental
Analysis of Behavior, 1976, 25, 75-80.

de Villiers, P. A. Choice in concurrent schedules and
a quantitative formulation of the law of effect. In
W. K. Honig and J. E. R. Staddon (Eds), Handbook
of operant behavior. New York: Prentice-Hall, 1977.
Pp. 233-287.

Herrnstein, R. J. Relative and absolute strength of
response as a function of frequency of reinforcement.
Journal of the Experimental Analysis of Behavior,
1961, 4, 267-272.

I. W. HUNTER and M. C. DAVISON

Herrnstein, R. J. On the law of effect. Journal of the
Experimental Analysis of Behavior, 1970, 13, 243-266.

Herrnstein, R. J. Formal properties of the matching
law. Journal of the Experimental Analysis of Behav-
ior, 1974, 21, 159-164.

Lobb, B. and Davison, M. C. Preference in concurrent
interval schedules: a systematic replication. Journal
of the Experimental Analysis of Behavior, 1975, 24,
191-197.

MacEwen, D. The effects of terminal-link fixed-inter-
val and variable-interval schedules on responding
under concurrent chained schedules. Journal of the
Experimental Analysis of Behavior, 1972, 18, 253-
261.

McSweeney, F. K. Concurrent schedule responding as
a function of body weight. Animal Learning and
Behavior, 1975, 3, 264-270.

Miller, H. L. and Loveland, D. H. Matching when the
number of response alternatives is large. Animal
Learning and Behavior, 1974, 2, 106-110.

Myers, D. L. and Myers, L. E. Undermatching: a re-
appraisal of performance on concurernt variable-
interval schedules of reinforcement. Journal of the
Experimental Analysis of Behavior, 1977, 27, 203-
214.

Pliskoff, S. S. Effects of symmetrical and asymmetrical
changeover delays on concurrent performances.
Journal of the Experimental Analysis of Behavior,
1971, 16, 249-256.

Pliskoff, S. S. and Brown, T. G. Matching with a trio
of concurrent variable-interval schedules of rein-
forcement. Journal of the Experimental Analysis of
Behavior, 1976, 25, 69-73.

Reynoids, G. S. On some determinants of choice in
pigeons. Journal of the Experimental Analysis of
Behavior, 1963, 6, 53-59.

Schmitt, D. R. Effects of reinforcement rate and rein-
forcement magnitude on choice behavior of humans.
Journal of the Experimental Analysis of Behavior,
1974, 21, 409-419.

Schroeder, S. R. Perseveration in concurrent perform-
ances by the developmentally retarded. The Psycho-
logical Record, 1975, 25, 51-64.

Schroeder, S. R. and Holland, J. G. Reinforcement of
eye movement with concurrent schedules. Journal
of the Experimental Analysis of Behavior, 1969, 12,
897-903.

Shull, R. L. and Pliskoff, S. S. Changeover delay and
concurrent schedules: some effects on relative per-
formance measures. Journal of the Experimental
Analysis of Behavior, 1967, 10, 517-527.

Stubbs, D. A. and Pliskoff, S. S. Concurrent responding
with fixed relative rate of reinforcement. Journal of
the Experimental Analysis of Behavior, 1969, 12,
887-895.

Stubbs, D. A., Pliskoff, S. S., and Reid, H. M. Concur-
rent schedules: a quantitative relation between
changeover behavior and its consequences. Journal
of the Experimental Analysis of Behavior, 1977, 27,
85-96.

Todorov, J. C. Concurrent performances: effect of
punishment contingent on the switching response.
Journal of the Experimental Analysis of Behavior,
1971, 16, 51-62.

Received 27 April 1976.

(Final acceptance 11 November 1977.)



